Final Exam

1. T or F: (30%)
(a) The rank of an mxn matrix is at most max(m, n).
(b) The function det:M_ _(F) — F is a linear transformation only when n=2.

(c) Every linear operator always has the eigenvector v=0.

nxn

(d) Every linear operator always has infinite eigenvectors.

(e) A linear operator T on a finite-dimensional vector space V is diagonalizable if and
only if V is the direct sum of the eigenspaces of T.

(F) Vectors x and y are independent if they are orthogonal.

(9) Every linear operator on a finite-dimensional inner product space has an adjoint.

(h) Let T be a unitary operator on a finite-dimensional inner product space V. If T is
unitary, then there exists an orthogonal basis for V consisting of eigenvectors of T.

(i) Every self-adjoint operator is normal.

() Every orthogonal operator T in a finite-dimensional inner product space V satisfies

[T(x)|=x forall xeV.

Ans.:
(@) F
(b) F
(©)F
(d)F
T
fHF
@T
W
mT
MT

2. Prove that the eigenvalues of a lower triangular matrix A are the diagonal entries of
A. (8%)

Ans.:

Theorem 4.11. If A is a triangular nxn matrix, then det(A) =A11A2...Ann; that is, the
determinant of A is the product of the entries of A that lie on the diagonal.

PROOF. Let A be a lower triangular nxn matrix. The proof is by induction on n. If
n=2, then A has the form



b %)
0 Ay
And so det(A) =AnAx-Ar- - 0=AnAz,, proving the theorem for lower triangular
matrices if n=2.
Assume that the theorem is true for lower triangular nxn matrix. Then A has the
form

A, 0 - 0 0
Ay Ay o 0 0

A\u Ahz An(n—l) Am

Expanding along the first row, we see that

A, - 0 0
A, - 0 0

det(A)=Ay; - det . . : . =A11 - (A2...Am)
A12 An(n—l) Ann

by the induction hypothesis. This completes the induction and proves the theorem for
lower triangular matrices.

If A is a upper triangular matrix, then A'is an lower triangular matrix. Hence the
first part of this proof and Theorem 4.10 imply that
det(A)=det(AY=(AY)11...(AYnn.=A11...Am.

3. Let T be a linear operator on a vector space V, let v be a nonzero vector in V, and let
W be the T-cyclic subspace of V generated by v. Prove that ant T-invariant subspaces
of V containing v also contains W. (10%)

Ans.:

4.Show that Vx,yeV, |x+ y||2 +[x- y||2 = 2||x||2 + 2||y||2 . (8%)
Ans.:

X+ y||2 =(X+ Y, X+ y) = (%X +Y)+ (Y. X+ Y) =6 X)+ (%, Y)+ (¥, ) +(y, y)

(% %)= (% y)=(y. %) +{y.y)

Syl =y = 200x)+ 2y, y) = 24+ 2

[x=yI = (x=y.x=y) = (x x=y)=(y.x-y)



5. Let W, and W, be subspaces of a finite-dimensional inner product space. Prove that
(W, +W,)" =W," "W, and (W, "W,)" =W," + W,". (10%)
Ans.:
(@)
(i) xe(W,+W,)"
Forany w, e W,, w,eW,
XL(w+w,)
sSoXxLw(w,=0) and x L w,(w, =0)
XL W, and cox LW,
xe W nW;
LW+ W) e W AW
(i) YxeW, "W,
Forany yeW,+W,, y=y,+Yy,,where yyeW, and y,eW,

S(GY) = (Y o) = (XY (X Y,)=0=>x Ly

soxe (W, +W,)*
AW AW (W + W)t
According to (i) and (i), (W, +W,)" =W," "W .
Q.E.D.
(b)
(WA =W

e ws = (e wd ) = (e s ) ) oy @)

= (W1 M Vvl)L

(W AW, = W+ W
Q.E.D.

X, +X, +X, =4
6. Solve ¢ —2x —Xx, =12 by using (a) Gaussian elimination and (b) Cramer’s rule.
X, +2X, + X3 =—8

(10%)
Ans.:
(a) Gaussian elimination:



3 1 1 4 1 2 1 -8 1 2 1 -8
-2 -1 0 12|>»|-2 -1 0 12|—>|0 3 2 -4
1 2 1 -8 3 1 1 4 0 -5 -2 28
1 1 21 -8 1 0 1 16
0 -0 3 2 4|50 0 2 32
0 -2 0 24 0 1 0 -12 01 0 -12
X, + X3 =16 X =0
=9 2%, =32 =X, =-12
X, =-12 X, =16
(b) Cramer’s rule:
3 1 1
det(A)=detj -2 -1 0|=-4
1 2 1
4 1 1
det(M,)=det) 12 -1 0|=0
-8 2 1
3 4 1
det(M,)=det| -2 12 0|=48
1 -8 1
3 1 4
det(M,;) =det -2 -1 12 |[=-64
1 2 -8
0
X, =—=0
R}
= x2=—8=—12
-4
x3:—_64:16
2 -1 2 1
. .- 4 2 -1
7. Evaluate the determinant of the matrix 6 3 0 . (6%)
-2 6 -4 1

—>



Ans.:

2 -1 2 1 0O -1 -4 1
-3 4 2 -1 0O 4 11 -1
_)

1 0 3 0 -1 0 3 O

2 6 -4 1 0 6 2 1
0 -1 -4 1
0 4 11 -1 -1 -4l
det —(-1)-detl 4 11 -1|=-31
10 3 0
6 2 1
0 6 2 1

8. V=P,(R) and T is defined by T(f(x))=f(0)+ f(2)(x+x?). Test T for diagonalizability,

and find a basis g such that [T], is diagonal, if possible. (10%)

Ans.:
Let standard order basis yin V=P,(R) is y ={1, X, x*}
TA)=1+1(x+X*) =1+ x+X° 10 0
T(X)=0+2(x+x*)=2x+2x* =[T], =|1 2 4
T(x*) =0+4(x+Xx*) =4x +4x° 12 4
1-1 0 0
det[T-All=| 1 2-4 4 |=A(1-4)(1-6)= 1=01,6/(eigenvalues)
1 2 4-1

100 0
A=0,T-Al=|1 2 4 |=eigenvector v,=4t -2 | teR
12 4 1
00 -5
A=1T-Al=l1 1 4|=eigenvector v,=4t 1 |, teR
2 3 1
-5 0 0 0
A=6,T-AU=|1 -4 4 |=eigenvector v,=4t/ 1| teR
1 2 -2 1

= L={(=2x+x%),(-5+ x+ x?),(x+ x*)}



= [T]ﬂ =

o O O
o~ O
o O O

9. For the inner product space V=R® over F, and linear transformations g(as, az,
as)=a;t+2ay-4as, find a vector y such that g(x)=<x, y> forall xeV

Ans.:
y=(12,-4)



