Solution 7

Sec. 5.2

2.
For the matrix Ae M, (R), test A for diagonal and ability and if A is diagonalizable,

find an invertible matrix Q and a diagonal matrix D such that Q-'AQ=D

7 -4 0
d |8 -5 0
6 -6 3

AnNs.:
d B-D)[(-5-4)+32]=0=>1=33-1

4 -4 0
(A-31)=|8 -8 0|= eigenvector = (1,—1,0)and (0,0,1)
6 -6 0
8 -4 0
(A+1)=(8 -4 0 |= eigenvector =(1,2,0)
6 -6 4
101
Q=|1 0 2
010
3.

(c) For the linear operators T on a vector space V, test T for diagonalizability and if T

is a diagonalizable, find a basis B for V such that [T], is a diagonal matrix.

AnNs.:
1 0 0) (1 0) (0 0 10
(¢ T|o|=|-1| T|1|=|0| T|0|=|0|=[T] =|-1 0 0
0 0 0) \o 1) |2 0 0 2
-2 1 0
det(T], -)=| -1 -4 0 |=0=(4-2)(#-1)=0=>P269 condition 1 fails
0 0 2-1

to hold =T is not a diagonalizable matrix.



12.

Let T be an invertible linear operator on a finite-dimensional vector space V.

(a) Recall that for any eigenvalue Aof T, A7 isan eigenvalue of T™. Prove that the
eigenvalue of T corresponding to A is the same as the eigenspace T of
corresponding to 4.

(b) Prove that if T is diagonalizable, then T is diagonalizable.

Ans.:

(a) For each eigenvector v and correspond eigenvalue A of linear operator T.

By definition, we have T(v)=Av .

Therefore, v=TH(TW)=T Av)=>T'(v)= %V

: . 1. . .
.. vis also the eigenvector and ESI correspond eigenvalue of linear operator T~
.".The eigenspace of T corresponding to A is the same as the eigenspace of
1
T correspond to =

Q.E.D.

(b) Assume T is a linear operator on V, a finite-dimensional vector space of dimension
n.

"."T is diagonalizable.

.".T has n independent eigenvectors.

By (a), any eigenvector of T is also the eigenvector of T,

.. T™ also has n independent eigenvectors.

.. T is diagonalizable.

Q.E.D.

Sec. 54

2.

(e) For the linear operator T on the vector space V, determine whether the given
subspace W is a T-invariant subspace of V.

V=M,,(R),T(A) :G éj,A&w ={AcV:A =A}

Ans.:

0 1 a, a
T(A) = [ J(a“ a“j = ( 2 22} # A' = W is not T-invariant.
1 0 aZl a‘22 ail a12



6.
(c) For the linear operator T on the vector space V, find an ordered basis for the

01
T-cyclic subspace generated by the vectorz. V=M, ,(R),T(A)=A'&Z= ( ]

10
AnNs.:
0 1) (0 1 -
T(2) = = =Z = Basisis Z.
10 10
36.

Let T be a linear operator on a finite-dimensional vector space V. Prove that T is
diagonalizable iff V is the direct sum of one-dimensional T-invariant subspaces.

Ans.:

=)

Let dim(V)=n

If T is diagonalizable, there exists a basis g ={v,,v,,...,v,,}consisting of
eigenvectors of T. Let W, =span{v,} for 1<i<n

vw eW,, we can be represented as w=av; for some a,

T(w)=T(av;)=aT(v,) =aAyv, eW,, where 4, is the eigenvalue corresponding to v,.
..W. isa 1-dimensional T-invariant subspace of V.

vw=>av, eV, let w,=ay, eW,
i—1

Then w=w, +w, +...+ W, eW, +W, +...+W,
SVeEW W, ++ W

YW=W, +W, +..+W, eW, +W, +...+W where w; eW
Representing w, =b,v; for 1<i<n,

We have w=>) by, eV

i=1

SW AW, L+ W,V
Let weW, N W,
i#j
weW;, =>w=a,v,
wedV,=w=> ay
i#] i#]

av; =Y aVv,=> aV,+(-a;)v; =0

i#] i#]



But {v,,v,,...,v,} areindependent.
S =a,=..=a,=0

Sow=0
WD W, ={0}
i#]
SV =W, oW, ®...eW,, W, isthe direct sum of 1-dimensional T-invariant
subspaces.
(<)

V=W, eW, ®..®W,, 1-dimensional T-invariant subspace for 1<i<n.

Choose a nonzero vector v; €W, as the basis of W,

vw, eW &w, =0 let w, =av,,a, #0

T(w,) €W, ("."W, is T-invariant)

We can let T (w;) =Dy,

S T(wy) =hy, :(R)avi =AW, where A _b
a a

.". w; is an eigenvector of T.

Let > aw, =0
i=1

n
—a,w; =Y aw,

i1

i]

But —a;W, er

Daw > W, &W; N YW, ={0}

i#]j i#] i#]

So-ayw; :iaiwi =0

&
g =a,=..=a,=0
SoAw,w,,...,w, } is independent and dim(V)=n.
= B ={w,,W,,...,w, }can be a basis of V.
.". Bis abasis of V consisting of eigenvectors.
.". T is diagonalizable.

Sec. 6.1
6.1.5.

1
In C?, show that <x, y> = xAy* is an inner-product, where A :( i

i
j compute <x,
-1 2



y> for x=(1-i, 2+3i) & y=(2+i, 3-2i)
Ans.:

. (1 i) 2-i .
(a) <x,y>:(1—|,2+3|){_i 2)(3+2ij=6+21|
(b)
(i) (x+z,y)=(x+2)Ay" =xAy" +zAY =(z,y)+(z,y)
(i) (cx,y)=(cx)Ay" =c(xAy") =c(X,y)
(iii) Let X:[vaz]'y:[yl’yz]

T oYy | ——(1 iyl — — L= =
<><,y>—[x1,><2][_i 2}— —[xl,xz](_i ZL}—(X1y1+2x2yz)+l(xzyl X,Y5)

2

1 Y _ _ -
<y:X>:[y11y2] i I2 % =(lel+2x2y2)+i(x2yl—xly2)
1 (x| _ —
<y:X>:[ylly2] i ; % = (X Y1 +2X,Y,) +1(X Y1 = %, Y,)
C () =(vx)
(iv) <X’ X> =[x, %, ][ 1i ;]{ﬁ} = (X_lxl + 2X_2X2) + i(X_le _X_lxz)
_ X,

.. .12 - . . —
XXl = XX = X X1+ XX, + X, X,i 20 and X,X, >0

S (xx)=0

Q.E.D.

6.1.10.
Let V be an inner product space & suppose that x & y are orthogonal vectors in V.

Prove that |x + y||2 = ||x||2 + ||y||2 Deduce the Pythagonean theorem in R?.

Ans.:
".’x and y are orthogonal vector in V.

S y)=(y,x)=0



X+ y||2 =(X+ Y, X+ Y) = (% X+Y)+ (¥, X+ Y) = (X, X)+ (X, ¥) + (¥, X)+ (Y, ¥)

a
=X+ (yoy) =+ Iy .

Let x and y are vectors in R.
.".xand y are orthogonal. b

eyl = [+ Iy

.CP=al+h?

6.1.16.

(a) Show that the vector space H with < : > defined on page 32 is an inner product

space.

%

(b) Let V=c([0,1]) & define (f,g) :I 2 f (t)g(t)dt . Is this an inner product on V?

0

Ans.:
(@) "."His a complex function between [0, 2 7 ].

The inner product define as

1 cor,, ——
<f,g>:gj0 f (t)g(t)dt
(i) <fl+f2,g>:<fl,g>+<f2,g>

(i) (cf,g)=c(f,g)

(i) (f.9)= iﬁﬁ F (D) g0t = i]jﬁmg (t)dt = if’ f (gt =(g, )

. 1 2z —_— 1 p2z 2
(iv) (f, f>=gj'0 f(t)f(t)dt=gjo () dt>0
.".H is a inner product space.
(b)
(i) By definition, (x,y)is inner product, then (x,x)>0 if x=0.(6.1)

(ii) for (f,g):ff(t)g(t)dt

0 t<05

If f(t):{1 ) 05,then
> U.



<f,f>=0j5f(t)f(t)=o,f(t)¢o

1

s(fg)= _[05 f (t)g(t)dt is not inner product.



