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Introduction (Cont.)

The final problem for channel coding researchers:  For 
a given channel, find an ensemble of codes with：

(1) a linear-time encoding algorithm
(2) which can be decoded reliably in linear time at 
rates arbitrarily close to channel capacity.

For turbo-codes, on the AWGN channel there appears 
to be a gap between channel capacity and the iterative 
decoding thresholds for any turbo ensemble.



Introduction (Cont.)

For LDPC codesFor LDPC codes, 
the natural encoding algorithm is quadratic in the block length.
for regular LDPC codes, on the binary symmetric and AWGN g , y y
channels there is a gap between capacity and the iterative 
decoding threshold. 
on the binary erasure channel irregular LDPC codes satisfy (2)on the binary erasure channel irregular LDPC codes satisfy (2). 
on the AWGN channel, irregular LDPC codes are markedly 
better than regular ones, but whether or not they can reach 
capacity is not yet knowncapacity is not yet known.



Introduction

For repeat accumulated (RA) codes (including regular or irregularFor repeat-accumulated (RA) codes (including regular or irregular 
one), 

the natural encoding algorithm is linear in the block length.
for regular RA codes, on the binary symmetric and AWGN 
channels there is a gap between capacity and the iterative 
decoding threshold. g
on the binary erasure channel irregular RA (IRA) codes satisfy 
(2). 
on the AWGN channel IRA codes are markedly better thanon the AWGN channel, IRA codes are markedly better than 
regular ones, but whether or not they can reach capacity is not 
yet known.



RA Code Structure

[x1, x2, x3,….] [x1, x1+x2, x1+x2+x3,….]

i l iinterleaving



Tanner graph representation

Check nodes

Variable nodesVariable nodes

(information nodes,
parity nodes)

constraints
parity nodes)



Iterative Decoding of RA codes



Iterative Decoding of RA codes (cont.)

m[u, c]: information from u (information node) to c (check 
node)node)
m[c, u] :information from c to u
m[y, c] :information from y (code node) to c[y, ] y ( )
m[c, y] :information from c to y



Iterative Decoding of RA codes (cont.)

C’,u



Iterative Decoding of RA codes (cont.)
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Iterative Decoding of RA codes (cont.)
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Performance of RA codes on AWGN



Definition of IRA Codes

fi ≧0, Σfi =1, a is a positive i , i , p
integer.
Two kinds of nodesTwo kinds of nodes

k information nodes and r
parity nodesp y
r check nodes

( )ra k i f= × ×∑ ( )i
i

ra k i f= × ×∑



Definition of IRA Codes (cont.)

Encoding complexity is O(n).

Two versions of IRA code
Nonsystematic

(u1, . . . , uk) => (x1, . . . , xr)( 1 k) ( 1 r)

Systematic
(u1, . . . , uk) => (u1, . . . , uk ; x1, . . . , xr)( 1, , k) ( 1, , k ; 1, , r)



Definition of IRA Codes (cont.)

For nonsystematic codes (if a=1,fi=1&fk=0 for 
≠ik≠i, it is RA codes)

a a kR = = =nsys
i

i

R rai f rk×∑

For systematic codes
a a ka kR

( )sys
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Structure of IRA codes

A closer look of the structure of IRA codes reveals that it is a serial 
concatenation of two codes, low-density generator matrix (LDGM) code 
and accumulate code



Iterative Decoding of IRA Codes

message from check nodes to variable nodes

m0(u) is LLR message associated with channel observation of the codeword u

message from variable nodes to check nodes



Performance of IRA codes



Iterative Decoding analysis of IRA codes

Information nodes

p

Ch k d

x0
x3

Check node

x1
x2

parity nodes

x0：The probability of erasure on an edge from an information node to a check nodex0：The probability of erasure on an edge from an information node to a check node
x1：The probability of erasure on an edge from a check node to a parity node 
x2：The probability of erasure on an edge from a parity node to a check node
x3：The probability of erasure on an edge from a check node to an information nodex3：The probability of erasure on an edge from a check node to an information node
p：The initial probability of erasure on the message bits



Iterative Decoding analysis of IRA codes (cont.)

Information bitnode

p

Check node

x0
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Iterative Decoding analysis of IRA codes (cont.)

If this equation has no solution in the interval (0, 1], then 
iterative decoding must converge to probability of erasureiterative decoding must converge to probability of erasure 
zero. 

( ) ( )1,a ax x R x xρ −= =Grouping factor :  a



Iterative Decoding of IRA codes



Box-plus operation(田)

Information: log-likelihood ratio
C＝A田B C＝

1l [ ]
A Be ++C＝A田B C＝

田 : box-plus operation
log[ ]A Be e+



Iterative Decoding of IRA codes
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